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Abstract

This research is about the classification of the music genre using the Random Forest
method. This test uses a dataset from GitHub or GITZAN about the music genre with 10 labels,
26 features and 1000 total data. This research is divided into two stages, namely by classifying
all data without being normalized, and by using all normalized data.. In this research, Min-Max
is used for data normalization method, and for accuracy calculation using Confusion Matrix
method. The resulting accuracy when using all data with data that is not normalized produces
an accuracy of 66.3%, while the resulting accuracy performance when using all data with
normalized data results in an accuracy of 65.1%.
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1. INTRODUCTION

Data normalization is the process of scaling the attribute values of data so that
they fall within a certain range, and classification is a process for grouping the same
objects or entities and separating objects or entities that are not the same.

In a study conducted by Wei Du et al (2016) regarding the classification of music
genres using the K-Nearest Neighbors method and Support Vector Machines. By using
the dataset from GITZAN, where the dataset has 26 features, 10 classes with a total of
1000 data. Based on this dataset which has such a far range from each data, this
research was carried out with normalization and use of the random forest classification
method based on suggestions from research by Wei Du. et al.

Random Forest is also a method developed to improve decision tree methods
that are prone to overfitting. Overfitting itself is something of a deficiency, which cannot
recognize patterns outside of learning. Based on this, the purpose of this study is to
determine the accuracy of the effect of normalization on the classification of music
genres.
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2. RESEARCH PROCEDURE
The work procedures that will be carried out in this study:

Data Genre Music
GITZAN/Dataset

/\

Cross Validation data
latih dan data uj1

Normlisasi data
Min-Max

|

|

Data mining klasifikasi
Random Forest

Cross Validation data
latih dan data ujt

|

Evaluasi dengan metode

Confusion Matrix

!

Data mining klasifikasi
Random Forest

Evaluasi dengan metode
Confusion Matrix
Perbandingan
hasil akurasi “

a. Research Dataset

Dataset from GITZANhttps://github.com/kumargauravsinghl4/music-genre-
classificationused for research which contains 1000 audio data, each of which is
30 seconds long and contains 10 music genres, namely blues, classical, country,
disco, hip-hop, jazz, reggae, rock, metal and pop. So each genre has 100 audio
data.

b. Dataset sharing
For the sharing of training data and test data on the dataset using cross
validation.

c. Data Normalization
This research will also carry out the data normalization stage using the MIN-
MAX method.
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d. Data Mining Classification
This study uses the Random Forest method as a music genre classification.

e. Evaluation
At the evaluation stage, the method used is the Confusion Matrix. Which serves
to measure the performance of the classification algorithm.

3. Results and Discussion
3.1. Result
3.1.1. Dataset

The data used in this study contained 10 music genre extraction labels with a
total of 1000 audio data, each of which lasted 30 seconds. The dataset is from GITZAN
or GitHuband the dataset has 26 features. The dataset can be seen in table 1.

Table 1 Dataset
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3.1.2. Division of Research Dataset

The data obtained were 1000 data with 10 music genres, and divided into 900
training data and 100 test data using 10 cross validation. The dataset has 10 labels
namelyblues, classic, country, disco, hip-hop, jazz, reggae, rock, metal and pop. To share
this database, use 10Fold. The dataset sharing table can be seen in table 2.
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Table 2 Distribution of training and test data with 10Fold.

Type of data
No. label Training Test data Total
data

1 Blues 90 10 100
2 Classic 90 10 100
3 Country 90 10 100
4 Disco 90 10 100
5 Hip-Hop 90 10 100
6 Jazz 90 10 100
7 Reggae 90 10 100
8 Rock 90 10 100
9 Metal 90 10 100
10 Pop 90 10 100
Total Data 900 100 1000

3.1.3. Data normalization
Perform data normalization using the min max normalization method with a
range from 0.0 to 1.0. To perform the normalization of the min max, it is done in Excel,
and below is an example of manual calculation of the MIN MAX method used.
D(i)—-Min (D)

D'(i) = Max(D)—Min(D) U-L+L (1)

ey 1000-300 _

D'(Q) = 5000-300 (1,0—-0,0) + 0,0
vy = /00

D'i(i) = 1700xl

D’'(i) = 0,4117

Information:

D (i): Original i data value

Min (D): Minimum value of all data i

Max (D): The maximum value of all data i
U: Maximum value desired

L: Minimum value desired

The following is a table of 3 data that has been normalized.
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c_stft rmse sC SB SR_off ZCR mfccl - mfcc20 L
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3.1.4. Random Forest Classification and Evaluation
A. Classification with all data without normalization

In this research, the first test is to do classificationi Random Forest using all the
data or all the features in the dataset which results in an accuracy of 66.3%. In testing
using 10 music genres, namely blues, classical, country, disco, hip-hop, jazz, metal, pop,
reggae, and rock. This test also uses all features, namely C-STFT, RMSE, SR-OFF, SB, SC,
ZCR, MFCC1 to MFCC20. The accuracy value is obtained by using confusion matrix as
accuracy calculation. The results of calculations with confusion matrix can be seen in
table 4 below.

Table 4 Random Forest Confusion Matrix on all data.

Predicted True value

Value Blues Classical Country Disco Hiphop Jazz  Metal Pop  Raggae Rock
Blues 70 0 5 1 2 1 5 1 3 8
Classical 0 93 4 1 0 7 0 0 1 0
Country 7 3 57 5 2 8 0 4 10 13
Disco 2 0 3 56 9 3 2 5 5 17
Hiphop 1 0 5 13 55 3 3 3 11 2
Jazz 5 2 12 0 1 73 0 3 2 8
Metal 7 0 0 3 9 1 84 0 1 7
Pop 0 0 3 9 9 3 0 79 6 1
Reggae 2 2 4 5 10 1 1 5 58 6
Rock 6 0 7 7 3 0 5 0 3 38

From the results of confusion matrix for all features that use 10 genres. For blues
there are 70 correct numbers of data, classical 93, country 57, disco 56, hip-hop 55, jazz
73, metal 84, pop 79, reggae 58, while rock only 38 correct data classified by the system.
The calculation of the results can be seen in table 5 below.
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Table 5 Accuracy Calculation Random Forest with all the data.

Accuracy Calculation
Jumlah data yang benar

F 1
ormuia Jumlah seluruh data
70+93+57+56+55+73+84+79+58+ 38
Result 1000 x100

= 66.3%

B. Classification of all data with normalized data.
This second test uses all data and the data has been carried out in the
normalization stage using the MIN MAX method. The results of the confusion matrix
calculation using all normalized data can be seen in table 6 below.

Table 6 Random Forest Conufusion Matrix all data are normalized

Predicted True value
Value Blues Classical Country Disco Hiphop Jazz Metal Pop Raggae Rock
Blues 71 0 6 1 0 4 6 0 2 8
Classical 0 94 3 1 0 7 0 0 1 0
Country 8 2 56 3 4 7 0 6 9 14
Disco 2 1 2 52 9 1 1 5 6 17
Hiphop 1 0 3 16 56 2 4 3 13 4
Jazz 4 1 13 0 0 70 0 3 3 8
Metal 8 0 0 1 8 1 86 0 1 7
Pop 0 0 3 9 8 4 0 76 4 4
Reggae 1 1 5 4 10 3 0 5 58 6
Rock 5 1 9 13 5 1 3 2 3 32

From the results of the confusion matrix for all data, the results for the blues
are 71 correct amounts of data, classical 94, country 56, disco 52, hiphop 56, jazz 70,
metal 86, pop 76, reggae 58, while rock is only 32 data classified with correct. And the
calculations can be seen in table 7 below.

Table 7 Accuracy calculation with all data are normalized

Accuracy Calculation

. l Jumlah data yang benar 100
ormuia Jumlah seluruh data x

71+94+56+52+56+70+86+ 76+ 58+ 32
Result 1000
= 65,1%

x100
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From the above calculations, an accuracy of 65.1% was obtained using all data
that had been normalized. The graph of the comparison of the accuracy of all data
without normalization and using all data is normalized can be seen in Figure 1 below.

Kinerja Klasifikasi Random Forest

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

66,3% 65,1%

Seluruh Fitur tanpa dinormalisasi Seluruh Fitur dengan data dinormalisasi

Figure 1. graphical comparison of accuracy results

3.2. DISCUSSION

In this study, the data used were labeled and extracted data with 26 features and
10 labels that had been done in previous studies. The amount of data in the GITZAN
database is 1000 data genres of music that already have labels.

The label used is genre blues, classical, country, disco, hip-hop, jazz, metal, pop,
reggae, and rock. Each label has 100 data, so the total number of data 1000. In this study,
two tests were carried out, namely classifying all data without being formalized, and
using all normalized data.

The features used in the test are C-STFT, RMSE, SR-OFF, SB, SC, ZCR, MFCC1 to
MFCC20, while the things that must be considered in selecting a node or root are the
gain value and the gain value is obtained by calculating the entrophy value first.

The classification is carried out using the random forest method and confusion
matrix as a method for predicting it, the next process is to normalize the data, the
normalization itself is done using the Min-Max method.

Furthermore, dividing the data into training data and test data, sharing training
data and test data is done using 10 cross validations. And obtained by dividing the
training data amounted to 900 and test data totaling 100 which was done using all data.
Next is the classification process using the random forest method and calculating
accuracy.
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Evaluation or prediction is the last stage in this research, after doing the above
steps, this evaluation stage using confusion matrix, obtained an accuracy of 66.3% using
all data without normalization, and 65.1% with all data normalized.

4. CLOSING
4.1. Conclusion
The conclusions in this study are:
1. By using all data without normalization, the results obtained an accuracy of
66.3%.
2. And by using all the data, and the data that is done normally, the result is an
accuracy of 65.1%.
From the comparison of these tests, the accuracy does not increase with
normalization of the data. Even normalization can reduce the level of classification
accuracy.

4.2. Suggestion
The suggestions for this research are to improve accuracy, can use other
classification methods or can do the feature selection stage on the dataset.
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